Lecture 9
Iterative control approaches

Modeling meets control meet modeling meets control meets modeling meets modeling ...
An archetype

Our overall aim is to minimize a performance function on the true system

\[ J_{\text{global}} = J(G_0, C) = \| \frac{WH_0}{1 + G_0 C} \|_{\infty} \]

Define “local” criterion

\[ J_{\text{local}} = \hat{J}(G_0, G_{\theta}, C) = \| \frac{(G_0 - G_{\theta}) C}{WH_0} \|_{\infty} \]

Look at the recursion

\[ C_i = \arg \min_C J_{\text{local}}(G_0, G_{\theta, i}, C) \]
\[ G_{\theta, i+1} = \arg \min_{\theta} J_{\text{local}}(G_0, G_{\theta}, C_i) \]

This is a descent procedure, where each modeling and control design phase drives down the value of the local criterion, which trades nominal performance against stability robustness.

This particular approach is infeasible because it requires knowledge of the true plant.

So we try an approximate approach using \( H_2 \) instead of \( H_\infty \)

Then the identification uses closed-loop data.
Hakvoort and the Dutch masters

Fix the control design method .... LQG or minimum variance

Adjust the identification noise model iteratively, and based on the current plant model, to create a control-relevant criterion via the noise model

\[ H_f = (1 + G\theta C) \]

Rinse and repeat

The aim is to prefilter the prediction error to yield the optimal data properties associated with identifying a model for subsequent LQG control design - a theory developed by Gevers and Ljung for the case of the system being in the model set. The optimal identification conditions occur when the system is optimally controlled.

This indirect approach works in examples but is not theoretically fully supported ... nor is any other scheme
The windsurfer scheme

An approach of increasing performance

Step 1: excite two closed loops, one with the real plant and the designed closed loop with the model. Determine satisfaction with modeling performance

happy: move to Step 2

sad: identify a new model using Hansen scheme based on coprime factor methods, control-relevant

Step 2: design a new feedback controller using Internal Model Control with larger bandwidth, go to Step 1

applicable for stable plants, closed-loop bandwidth is a parameter

Step 2A: use control-oriented model reduction as possible
Internal model control

[not to be confused with Internal Model Principle or Model Predictive Control] due to Morari and Zafiriou

Start with stable plant factored into an all-pass part and a minimum-phase part \( G_i = [G_i]^a[G_i]^m \)

Pick a desired closed-loop bandwidth \( \lambda_i \) and corresponding filter

\[
F_i = \left( \frac{\lambda_i}{s + \lambda_i} \right)^n
\]

Define \( Q_i = [G_i]^{-1}F_i \) (\( n \) chosen to keep \( Q_i \) proper)

and \( K_i = \frac{Q_i^{-1}F_i}{1 - G_iQ_i} \)

Then the designed closed loop is

\[
\frac{G_iK_i}{1 + G_iK_i} = F_i[G_i]^a
\]
Assume we have a stable closed loop with the real plant $G_0$.
Suppose we know another plant model $G$ which is stabilized by $C$.
Then we may write coprime factor descriptions of $G$ and $C$ as:

$$G = \frac{N}{D} \quad C = \frac{X}{Y}$$

where the factors are stable proper transfer function.
Without loss of generality we can assume $NX + DY = 1$.
Since $G_0$ is also stabilized by $C$, it can be written:

$$G_0 = \frac{N + RY}{D - RX}$$

for some stable proper transfer function $R$.
Let’s try to estimate $R$. 

---

Approximate System Identification & Control
Coprime factor identification

Known \( G = \frac{N}{D} \quad C = \frac{X}{Y} \)  
Find \( G_0 = \frac{N + RY}{D - RX} \)

Hansen, Franklin and Kosut noted the following

Create signals \( \alpha_t = X r_t \) and \( \beta_t = Dy_t - Nu_t \)

\[ \beta_t = R\alpha_t + (D - RX)He_t \]

[simple algebra yields this relation]

Now fit the Youla-Kucera parameter transfer function \( R_\theta \) and the noise model by minimizing the filtered prediction error

\[ \varepsilon_{\theta,t}^f = Y(\beta_t - R_\theta \alpha_t) \]

\[ = \left( \frac{G_0C}{1 - G_0C} - \frac{GC}{1 + GC} \right) r_t + \frac{1}{1 + G_0C}H_0e_t \]

Filtered reference and data signals yield independent \( (\alpha_t, \beta_t) \)

Freedom from bias, control-relevant
The Zang scheme

\[ J_{\text{global}}(G_0, C) = \lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} y_t^2 + \gamma u_t^2 = \left\| \gamma^{1/2} \frac{H_0}{1+G_0 C} H_0 \right\|_2 \]

Control design

\[ J_{\text{local}}(G_\theta, C) = \lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} y_t^2 + \gamma u_t^2 = \left\| \gamma^{1/2} \frac{H_\theta}{1+G_\theta C} H_\theta \right\|_2 \]

then use the frequency-weighting trick from last lecture

\[ J_{\text{local}}^F(G_\theta, C) = \lim_{N \to \infty} \frac{1}{N} \sum_{t=1}^{N} (Fy)_t^2 + \gamma (Fu)_t^2 = \left\| \gamma^{1/2} \frac{H_\theta F}{1+G_\theta C} H_\theta F \right\|_2 \]

Hopefully \[ J_{\text{local}}^F(G_\theta, C) \to J_{\text{global}}(G_0, C) \]

Intersperse with control-relevant modeling

\[ \left\| \gamma^{1/2} \frac{H_0}{1+G_0 C} H_0 \right\|_2 \leq \left\| \gamma^{1/2} \frac{H_\theta}{1+G_\theta C} H_\theta \right\|_2 + \left\| \left( \gamma^{1/2} \frac{H_0}{1+G_0 C} H_0 \right) - \left( \gamma^{1/2} \frac{H_\theta}{1+G_\theta C} H_\theta \right) \right\|_2 \]

based on minimizing the second term using closed-loop data and data filter

\[ |L_\theta|^2 = (1 + \gamma|C|^2) \left| \frac{H_\theta}{1 + G_\theta C} \right|^2 \]
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